A fox not a hedgehog: What does PPIG know?
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Abstract
We outline a thematic history of the Psychology of Programming Interest Group based on a coding of [~400] publications. We highlight the changing interests of the community, draw out trends and discuss missing topics. We compare and contrast with [~50] publications from the PLATEAU community. We find that, fox-like, PPIG has a very broad coverage of a wide range of topics. We characterise trends in these and go on to discuss missing topics and areas for future work.

1. Introduction
How people go about programming and the how to designing systems that support them is of growing interest once more to both the HCI and technical communities.

Victor (2012) helped restart the collective imagination of building live, usable, programming systems. Work on live programming has continued within the software engineering communities at LIVE at ICSE\(^1\) and ECOOP\(^2\), within the live coding scene via TOPLAP\(^3\), the Dagstuhl on Live Coding (Blackwell et al., 2014) and the new conference series ILC\(^4\). There are also other meetings interested in specific programming technologies, such as the workshop on block based languages (Turbak et al., 2015).

Further, as programming has become a required element of the curriculum in the United Kingdom there has been substantial interest via the Computing At Schools project (Peyton Jones, 2015).

Simultaneously, there has been a growing interest in the experience that developers have via workshops such as LIXD\(^5\), and the new PX\(^6\) workshop at ECOOP. There was recently a well attended group at the Special Interest Group of CHI 2016 on the Usability of Programming Languages (Myers et al., 2016).

Matters that concern the PPIG and PLATEAU (Sunshine et al., 2009) communities are on the rise again. At the same time, what constitutes knowledge within the communities is increasingly contested. For example, a substantial theme of discussion within the SIG-CHI was related to the work of (Stefik et al., 2014), where they conclude that little of the work in the PPIG and PLATEAU groups is about programming language design and meets their selected standard for empirical research (1.1% and 14.3% of papers respectively, within the constraints explained in their paper).

This leads to the question: if these communities haven’t had much to say in the past about high quality randomized trials of programming language design, what do they talk about? In this work we explore this question.

\(^1\) http://liveprogramming.github.io/2013/
\(^2\) http://2016.ecoop.org/track/LIVE-2016
\(^3\) http://toplap.org
\(^4\) http://icl.livecodenetwork.org
\(^6\) http://2016.ecoop.org/track/PX-2016
2. Analytical Methodology

2.1 The Corpora
We analyse papers available in digital form published at the annual workshops of the Psychology of Programming Interest Group (PPIG) and at the Workshop on Evaluation and Usability of Programming Languages and Tools (PLATEAU). Table 1. shows the number of papers for each conference that were analysed, organized by year.

<table>
<thead>
<tr>
<th>Year</th>
<th>PPIG</th>
<th>PLATEAU</th>
</tr>
</thead>
<tbody>
<tr>
<td>'92</td>
<td>12</td>
<td>8</td>
</tr>
<tr>
<td>'93</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>'94</td>
<td>21</td>
<td>11</td>
</tr>
<tr>
<td>'95</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>'96</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>'97</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>'98</td>
<td>18</td>
<td>14</td>
</tr>
<tr>
<td>'99</td>
<td>22</td>
<td>17</td>
</tr>
<tr>
<td>'00</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>'01</td>
<td>21</td>
<td></td>
</tr>
<tr>
<td>'02</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>'03</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>'04</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>'05</td>
<td>22</td>
<td></td>
</tr>
<tr>
<td>'06</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>'07</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>'08</td>
<td>11</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Number of papers published and analysed from each conference, grouped by year.

There are 400 papers from PPIG and ?? from PLATEAU.

We make no distinction between ‘work in progress’, ‘graduate consortium submissions’ and ‘full papers’, but didn’t include the work in progress workshops of PPIG. The purpose of this analysis is to reflect on the communities interests, not quality control.

2.2 Data analysis
We used thematic analysis methods (Braun & Clarke, 2006) which we adapted to document analysis in order to generate topics. The analysis proceeded as follows. One author read through the titles of the papers in the corpora and extracted a set of research topics, which were discussed with the other author. These topics were then organized in larger themes by both authors. In the next step, the authors then independently read through the text of the papers with the dual purpose of assigning topics and generating new topics when necessary. Each paper was assigned multiple topics.

Since the coding scheme evolved in time, the corpora was searched again for some of the newly added codes as an extra check to ensure that the papers were labeled correctly. Papers found this way were reread and assigned potentially assigned the new code.

We only considered a code for the paper if it was the central theme, e.g. a language, for a programming language: where its features were discussed? Was it used in empirical or analytical studies described in the paper? We didn’t consider it as a topic if it was mentioned in passing, or if it was mentioned as the language that the system described was implemented in.

At this point an inter-rater reliability score for a 5% sample was computed giving a Kappa of 0.84, indicating broad agreement between the reviewers.

In order to improve the analysis, we then discussed the differences in the codes to reach consensus. Typically, we found this was resolved by adding codes to papers and occasionally by refining the coding scheme itself. Some of the outcomes of the discussions are included in a later section. Whilst this processes decreases the objectivity, it also decreases the likelihood of accidental oversights. In practice the authors found that accidental omission was by far the most common reason for the addition of new codes to a paper during the discussion phase.

2.3 Notes on the coding
We elected to engage in this coding activity rather than to use the keywords that the authors have tagged their work with due to many papers not having keywords and to allow a somewhat independent reflection on what the papers were about.

We initially intended to use Latent Dirichlet Allocation (LDA) (Blei et al., 2003) to extract topics automatically. This technique was inspired by the work of (Greenberg et al., 2015) in their analysis of
the programming languages literature. However, the application of LDA resulted in poor topics for the PPIG corpus. Consequently we elected to identify and code the topics manually.

Both authors have developed and used open coding schemes in several analyses in past, but were struck by the difficulty of coding the PPIG papers. Over the 23 years covered in the analysis, the PPIG community does not seem to have converged on any particular strategy of narrative structure, and the lexicon for describing topics is still somewhat undecided. Moreover, the range of technologies, aspects and domains covered within the conference is very broad.

This intellectual diversity acts as a core strength of the community but, as we shall see, raises some challenges in the development of theory. Let’s start by looking at the clearly identifiable themes and patterns.

3. Languages, People, Analyses

3.1 Languages

Looking first at which languages are studied, we see a fairly similar distribution between PPIG and PLATEAU. Java dominates both conferences, and the broader family of C-style languages even more so. There are a wider range of programming languages considered in PPIG than PLATEAU, but this be accounted for by their relative age.

Figure 1. Languages discussed at PPIG (A) and PLATEAU (B)

Looking at how interest in the languages studied at PPIG evolved over time, we see a definite transition in [YEAR] when Java replaced a waning interest in Pascal and Prolog. Other languages such as C++ and Visual Basic show continued but lower intensity interest.
There isn’t an easily available baseline to compare these to. There are a number of different schemes for assessing language popularity\(^7\). The TIOBE index\(^8\), which lists languages by popularity, seems in general agreement with the Figure above, except with a considerably higher emphasis on C.

---

\(^7\) [https://en.wikipedia.org/wiki/Measuring_programming_language_popularity](https://en.wikipedia.org/wiki/Measuring_programming_language_popularity)

\(^8\) [http://www.tiobe.com/tiobe_index?page=programminglanguages_definition](http://www.tiobe.com/tiobe_index?page=programminglanguages_definition)
3.2 Who are the programmers?
Looking at the programmers who were being studied at PPIG, we can categorise the papers broadly as either studies of professional or expert programmers (those whose primary occupation is programming), of end-user programmers, (those who are programming to support some other primary occupation), and of novices and those learning to program.

Papers were labeled as any of the three categories only when it was explicit which population was being studied.

Contrasting the two conferences, we can see that PPIG has been more interested in novice programming and PLATEAU more in professional programmers.

3.3 What techniques are used for discussing these programmers?
We broadly categorised the techniques used into analytical, empirical, qualitative and qualitative. These are non-exclusive labels, meaning that a study can use a combination of these techniques and receive a combination of labels. We can see that analyses within these communities is predominantly empirical (231 papers and 38 papers for PPIG and PLATEAU) as opposed to analytical (29 papers and
5 papers), with a balance of qualitative methods (108 papers and 18 papers) and quantitative methods (138 papers and 24 papers).

The communities start to vary in the techniques they are using for performing the analysis. Considering analytical techniques, there are insufficient PLATEAU papers in this category to make further separation useful. However, within the PPIG community, there are several analytical and theoretical frames that have been used repeatedly, as can be seen in the figure below.

![Figure 6. Theoretical frames and Analytical techniques at PPIG over time](image)

This shows that some analytical and theoretical approaches fluctuate over time (e.g. Cognitive Dimensions, Constructivism) whereas others such as the Mental Models perspective on programming remain relatively steady.

Similarly, we can look at the empirical techniques that are used at PPIG:
We can see that new methods get added (e.g. Grounded theory, eye tracking or corpus analysis). These new techniques don’t displace existing ones but compliment them resulting in an increased range of techniques. PLATEAU has similar characteristics, but with slightly more restricted techniques. The community has focused on programming experiments, corpus analyses, surveys, usability studies and experience reports but, so far, there are no publications using eye tracking studies, grounded theory or ethnographic techniques.
3.4 Which aspects of computation have been studied?

Figure 8. Aspects of computation studied at PPIG over time

Considering computational artefacts the difference between PPIG and PLATEAU is most evident. In the 6 years of PLATEAU, more papers which have been primarily concerned with concurrency and parallelism (7) have been published than in the 22 years of PPIG proceedings. However, in the same time, PPIG has been considerably more concerned with the roles and naming of variables (16 papers) compared to PLATEAU where this has not been a substantial area of study.

As (Blackwell & Morrison, 2010) point out, professional programmers tend to concentrate on semantics and control flow, whereas variable names are a primary concern of end user programmers and those relatively new to programming. As such, the continued interest in variables at PPIG may correspond to a continued interest in end-user programmers and novice programmers as discussed earlier.

3.5 Which aspects of programming have been studied?

As we see, there has been an ongoing interest in program comprehension, debugging and problem solving at PPIG, with some testing and software maintenance publications as well.
3.6 Which types of technology have been studied?

Here we can see the resurgence of interest in visual languages alluded to in the introduction. We also see from this and the studies of aspects above that the PPIG community is interested in programming systems, combinations of notations and the tools that people use to interact with them.
3.7 Which social interactions have been studied?

![Figure 11. Social concerns studied at PPIG over time](image_url)

This shows how some themes within the PPIG are relatively transitory and associated with investigating interests from the broader software engineering community.

3.8 Which factors influencing behaviour have been considered?

![Figure 12. Behavioural concerns studied at PPIG over time](image_url)
Relatively recently there has been a growing interest in non-cognitive psychological concerns at PPIG. These started with discussions of personality influences, but of late self-efficacy has become an increasing concern.

4. Discussion

4.1 PPIG and PLATEAU

Many of the differences between PPIG and PLATEAU stem from the audience being considered. PPIG has substantial End User Programming and educational interests, whilst PLATEAU is more concerned with professional and expert programmers. This leads to different artefacts being studied (e.g. IDEs vs. visual languages) and, to a certain degree, to different techniques. The most notable place where this has shaped the research agenda is PPIG’s interest in variables rather than control flow constructs.

This difference in the study focus of the two cultures is institutionally useful - it allows the conferences to complement each other in the content they cover, whilst the overlap allows for effective exchanges of knowledge between the communities.

This then leads to the question of what hasn’t been talked about much at PPIG. Note that we are not suggesting that these topics haven’t been discussed at all, but instead suggesting that they might warrant more attention than they have received so far.

4.2 Missing groups of users

PPIG as a community has learnt a lot from studying a wide variety of users, including End User Programmers, live coders and even security workers (Biddle, 2014). However these are not the only groups of people who engage in programming-like behaviours (Blackwell, 2002).

There are other notable communities to study. For example, the communities that design ‘high-integrity’ systems have presumably made considerable progress along the axis of quality - what might we learn from them about the psychology of ‘normal’ programming?

Likewise, computer games often include substantial aspects of end user programming, such as the players mentally simulating ‘what might be’, creating artifacts that are repeatedly reused, and managing long range dependencies between their actions and their emergent outcomes in the game - all things that we find programmers doing. They do this with a user experience that is so compelling that people interact with it for its own sake. Studying both the large, available, gaming population and their analytical discourse (e.g. (Salen & Zimmerman, 2003)) might yield interesting learnings.

4.3 Missing psychologies and economies

As we have seen in the analysis above, the psychological techniques that PPIG has employed have primarily been cognitive in nature. Given that programming is a heavily cognitive activity, this is unsurprising. However, there are many other aspects of psychology that are of relevance. There are some good indications in this direction. For example, the application of Prospect theory (Kahneman & Tversky, 1979), which at least partially derives from mathematical psychology, resulted in Attention Investment, one of the award winning theories within the field. Similarly, Conway’s Law, an adage that systems reflect the organisation that built them (Conway, 1968), can be viewed as a form of organisational psychology applied to programming.

Similarly, there may be more to learn from applying behavioural economics to understanding programmers. There is theoretical work missing on understanding why programming languages and
features get adopted when they do. Moreover, there is relatively little work in understanding how notations evolve over time and how their users respond to these changes.

Finally, as (Bowker & Star, 2000) argue, abstractions have political consequences. How these political consequences affect the day to day work of programmers is poorly understood but very important in understanding the relationships between computers and society.

4.4 Theory formation
As the above results indicate, there is much more empirical work within PPIG than there is theory application. In Kuhnian terms (Kuhn, 1996), PPIG is still pre-scientific in its methodologies: there are few stable theories that are widely used to ground the experimentation and the ones we have are relatively poorly validated.

The problem with the lack of stable theory is that it becomes difficult to construct artefacts within a discipline that is continuously reinventing its own basis. This leads to two questions: what are good theoretical foundations that can be used, and how can they be used to extract understanding out of the considerable body of empirical work that is already published at PPIG. This could take the form of either attempting to empirically validate the dominant theories within PPIG (e.g. The Cognitive Dimensions of Notations). Projects like Blackbox (Brown et al., 2014) should provide data that can serve as an empirical basis, if we can understand how to analyze it effectively to ask the right questions.

4.5 Modern technologies
The languages that PPIG has extensively studied are old. Many new languages have been released and grown in adoption since Java. There are no doubt lessons that can be learnt in programming from, for example, Dart (Bracha & Bak, 2011), F#(Syme et al., 2007), Hack (Facebook, 2014), Go (Pike, 2009), Rust (Matsakis & Klock, 2014), Scala (Odersky et al., 2004), Swift (Inc, Apple, 2014). Some of these bring new debates and technical hypotheses (e.g. gradual typing can decrease premature commitment).

Similarly there are new technical trends, such as the widespread adoption of machine learning, that raise new notational and interaction challenges. Debugging machine learning systems is an open problem and one that PPIG is ideally situated to study.

These should be aided by progress in technology. As we highlight in (Church et al., 2016), very large scale computing power can now be economically applied to assist developers, if we can work out how to use it effectively. This offers a very useful opportunity for PPIG, asking the question - how can we use thousands of CPUs to assist developers?

Distributed systems not only offer a technical potential to assist developers, but they also represent a new domain for PPIG to study. Site Reliability Engineers (Beyer et al., 2016) represent a new audience with new roles and challenges.

It is not only new technologies within the domain of programming that pose interesting questions that PPIG is well placed to address. New, or re-imagined, interaction technologies such as Dialog Systems, Augmented Reality and the Internet of Things all carry challenges that could both inform and be informed by the perspectives that PPIG brings.

4.6 Fundamental challenges
There have been hints at PPIG suggesting new directions for the philosophy of computation, from viewing naming as a primary operation rather than a syntactic necessity (Church et al., 2012), to concerns about divergence in the worlds of the program and representation. However, as we suggest
above, there is much more to be done at the intersection of politics, philosophy and the psychology of programming, and even more to be done by building and characterising actual programming languages designed from these insights. This is a fundamental challenge: turning the Psychology of Programming from a reflective community to an actively generative one.

5. Conclusion
In (Berlin, 1953), Berlin dichotomised thinkers and writers into two categories, those with one defining idea through which they see the world - the hedgehogs - and those that explain it through many different ideas - the foxes. Reflecting on the analysis above we must conclude that PPIG is a fox, not a hedgehog.

As the new excitement for the design of programming systems grows, we propose that PPIG should engage by expanding its horizons to study the new languages, domains, psychologies, philosophies and programmer populations - synthesizing this knowledge into new theoretical frames. In other words, PPIG is at its best as a fox and its scope for influence grows, the PPIG of the future needs to be foxier still.
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