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External representations (ERs) are currently attracting a great deal of interest, panly because new 
technologies allow the use of more sophisticated, multimedia programming environments, and 
panly because of the increasing interest in collaborative work. The fonner raises the possibility of 
switching between representations or presenting multiple representations simultaneously. In the 
latter case. external representations can act as an imponant communication medium for software 
development teams. 

We examine the utility of multiple representations in reasoning and consider how these results may 
be applied to work in the visual programming area. This study is being undenaken panly due to the 
(currently) limited number of experimental studies which address the utility of 
graphical/diagrammatic representations in programming. Our knowledge of the utility of 
diagrammatic ERs in programming is relatively slight - with research results indicating effects that 
are not entirely favourable to the claim that diagrammatic ERs acmally do make us smaner 
(Anjaneyulu & Anderson. 1992; Cunniff & Taylor, 1987; Green et al, 1991; Green & Petre, 1992; 
Pandey & Burnett, 1993). Some of these studies have gone beyond a simple attempt to prove the 
superiority of visual languages over their textual counterparts to look at such issues as the 
relationship between notation and task requirements (Green et al, 1991; Green & Petre, 1992) and 
the role of individual differences (Cunniff & Taylor, 1987). However, we argue that the interaction 
between a number of factors needs funher investigation. 

The findings from studies on graphical reasoning in the domains of logic (Cox et al, 1994; 
Oberlander et al, 1994; Stenning et al, in press) and analytical reasoning (Cox & Brna, 1994) show 
that users have cognitive styles which vary, and which may affect their performance using a given 
type of representation, and also that a single representation type may not be optimally useful across 
a range of problems. 

The implications of the findings from these other domains suppon the argument that systems are 
required which can offer a range of representations to the user. We believe that these results have 
important consequences for the development of novice visual programming environments. We 
therefore seek to develop the argument that this is indeed the case. To this en� we ·examine some 
issues that have a bearing on the claim that diagrams effectively help programmers in significant 
ways and we consider the implications of the logic and analytic reasoning research for novice 
programmers working in visual programming environments. 

Many diagrammatic notations found in visual programming are informationally equivalent 
abstractions (c.f. (Pennington, 1987)). However, the utility of any particular abstraction might be 
expected to vary for different individuals and for different tasks. We outline a preliminary 
investigation into the utility of presentational form in relation to informational content - the initial 
results will be presented at the workshop. 
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