
Craft Ethics - Aiming for Virtue in Programming with Generative AI

Martin Jonsson
Södertörn University
martin.jonsson@sh.se

Jakob Tholander
Stockholm University

jakobth@dsv.su.se

Abstract
This paper analyses some aspects of the profound shifts in programming practice and education about by
the advent of generative AI (GenAI). As GenAI tools become increasingly integrated into programming
environments, they offer an approach to programming that bypasses significant aspects of the meticu-
lous syntax-focused processes inherent in traditional programming. Instead, these tools enable a more
immediate transition from problem articulation to automated solution generation, reducing the need for
traditional forms of iterative problem-solving and careful focus on coding details. This paradigm shift
not only challenges the foundational skills taught in programming education but also raises ethical con-
cerns regarding aspects such as interpretability, authorship and accountability of the produced code. This
involves a reevaluation of programming education and practice, suggesting a need for a reorientation to
emphasise ethical and interpretative skills in programming with GenAI. Based on a series of studies
on GenAI-supported programming, this paper highlights aspects relating to control, agency, and design
for ethical deliberation in the evolving practices of programming with GenAI. To move towards such
practice, we propose a set of design challenges based on the concept of "Craft Ethics," which empha-
sizes virtue, quality, and a thoughtful approach to programming and design. These challenges integrate
traditional craftsmanship values into GenAI practices, ensuring that the ethical and qualitative aspects
of programming are renewed and enhanced.

1. Introduction
Generative AI (or GenAI )tools based on Large Language Models such as GPT-4, Gemini, or Llama,
have reached a level of functionality where they are capable of generating various forms of working
programming code ranging from advanced code-completion to writing code snippets based on natural
language input, as well as advanced debugging, reviewing, and rewriting code. These tools are rapidly
being taken into practice both among professional programmers as well as in a range of educational
settings and have given rise to renewed discussions of how programming finally may reach the point
of being democratized and accessible to a broader audience, mirroring the hopes of early high-level
languages such as Smalltalk and Logo. More recently, Krings et al, (2023) for instance, envision what
the future of programming might be like when AI tools become powerful enough to generate working
programming code based on open-ended specifications, allowing for ‘everyone to be programmers’,
potentially turning programming into a practice that is more about developing ways to support humans
in “how to best educate the machine” (Welsh, 2023), than about writing code in traditional ways. The
new programming tools based on generative AI are certainly impressive but are also limited in many
ways, and we still need to better understand how they are used in actual practices of programming,
and what new kinds of interactions and collaborations need to be supported in the emerging processes
of co-creation and co-coding between humans and AI (Jonsson & Tholander, 2022). In their current
form, interaction with these tools is primarily conducted through various forms of text or chat-based
natural language interactions which provides powerful opportunities for open-ended forms of interaction
(Prather et al., 2023). However, studies have pointed to the need to also explore and understand the new
practices that emerge with the use of these kinds of tools, and how the interactions and practices are
shaped by the properties and behaviours of both the underlying models and the programming tools that
leverage their functionalities to the end users. (Denny, Kumar, & Giacaman, 2023) (Jeuring, Groot, &
Keuning, 2023) (Jonsson & Tholander, 2022). The new programming practices and the new ways to
create digital interactive materials also challenge established truths about what are good and virtuous
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ways of programming, and how to achieve good quality and desired behaviours of the generated code
materials. Based on research in this area, we will discuss some new emerging phenomena relating to
GenAI-assisted programming, and identify a set of ethical challenges relating to the use of such tools
in various programming activities. To elaborate on these challenges we will articulate programming
practice as a form of craftsmanship based on concepts from theories on craft and design practices, such
as design judgment, and craftsmanship of risk. Finally, we will outline a Craft Ethics for GenAI-assisted
programming, highlighting stances and approaches that might be beneficial for mitigating some of the
identified challenges.

2. Background
An increasing amount of studies have explored the effectiveness of novel AI tools such as CoPilot for
generating working programming code and how they integrate with and influence various aspects of
the practices of programming, such as learning (Jeuring et al., 2023), productivity(Bird et al., 2023),
use (Kazemitabaar et al., 2023), correctness and performance (Denny et al., 2023), etc. Bird, et al
(2023)for instance noted how programmers using CoPilot spent less time analysing code errors, but at
the same time seemed to develop less of an understanding of how or why a particular piece of code
worked the way it did. They also noted that the perceived productivity among users of CoPilot was
actually higher than it actually was. Relatedly, several other studies, (e.g. (Prather et al., 2023) (Barke,
James, & Polikarpova, 2022)) show that users of Generative AI tools for programming were required
to put additional efforts into actions such as instructing and articulating how the code should work, as
well as on reading, reviewing, debugging and tweaking the code that has been generated, while less
efforts were put into spending time on writing actual lines of code. This has been argued as pointing to a
potential larger shift in the nature of future practices of programming, making programming less about
writing code from scratch, and more about being able to interpret, understand and tweak code generated
by AI systems. This has even somewhat provocatively been phrased as that we are facing "the end of
programming" (Welsh, 2023), suggesting that the future of programming will change from programming
being a process of writing syntactically and logically correct lines of code, to a process of being skilled
in expressing and instructing the system in ways that makes it generate the code that one wants. A few
recent examples of studies have explored how to design for novel kinds of programming with Generative
AI may look beyond current interaction models, for instance, through prototypes that use the ability
of ChatGPT to generate code based on visual and textual sketches of a program (Lewis, 2019) (Ban
& Hyun, 2020) and how to create programming assistance through conversational interactions when
programming using LLMs (Ross, Martinez, Houde, Muller, & Weisz, 2023).

2.1. Emerging Programming Practices

A limited number of studies have specifically addressed issues and specific patterns of use and interac-
tion that emerge with generative AI tools in programming, and to identify emerging design opportunities
(Jayagopal, Lubin, & Chasins, 2022) . Barke et. al. (2022) suggest that interaction with AI-based pro-
gramming assistants is bimodal. Firstly, it involves what they call an acceleration mode, denoting how
the tool simplifies and speeds up the process of writing a particular piece of code, and secondly, it in-
volves an exploration mode denoting how the tool supports the programmer to explore different options
when hesitating on where to go next. In a similar fashion, Jonsson and Tholander (2022) discuss the
notion of friction and point to two ways that it can be understood in processes of programming with
code generation tools. These tools may work to remove some of the friction that a novice programmer
experiences in programming, e.g. simplifying through the generation of initial suggestions and ideas,
and alternative solutions to various problems. They may also induce friction by slowing down the pro-
cess, suggesting unexpected routes that make users reflect and explore alternative solutions. Similarly,
Prather et al (2023) identified two interaction patterns in novice programmers use of CoPilot. The first,
called sheparding, describes how students worked through continuous tweaking of prompts that guided
Copilot through making its auto-generated code proposals to close up on a working solution, rather than
creating code from scratch. The second, called drifting, regarded how students tried to make use of the
system’s suggestions despite not getting closer to a working solution, thereby drifting between various
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suggestions and eventually getting lost. A form of interaction called slow accept was also identified,
through which users typed in the suggested code snippet themselves, rather than merely accepting it.
This allowed them to better understand the purpose and workings of the proposed code. This growing
number of empirical studies of the usage of generative AI for programming have started to identify and
conceptualise the different ways that incorporate these technologies in their practices However, there is
still limited understanding of how these kinds of interactions are shaped by the specific properties of the
user interfaces, and the opportunities of novel designs for alternative forms of use.

2.2. From Programming Tools to Programming Partnerships

Some of the findings of previous studies have raised discussions about how these shifts in the nature
of programming practice and interaction may fundamentally recast the relations between programmers
and the technologies they are entangled in the creation of programming code. Both Welsch (2023) and
Jonsson and Tholander (2022), point to how programmers have to give up parts of their autonomy as
programmers and hand over control over the coding process to the AI tool (Bird et al., 2023). Program-
ming tools and practices would then require the design of ways to support new forms of partnerships
between human and artificial partners, new kinds of pair-programmers, in which the AI is considered
an active collaborator, and not merely a non-agentive tool (Lawton, Grace, & Ibarrola, 2023) . Such a
reframing of the relations in programming practices requires a reconsideration of each actor’s contribu-
tion to and role in the collaborative process. As in other forms of human-human collaboration, this is
not always what can expected or specifically designed for. All actors in various ways and to different
extent contribute to bringing the overall process forward. This might involve a perspective where code
develops through shared and collaborative efforts, including the wrongs and rights, mishaps and points
of view of either actor. Conceptually, this aligns with notions of co-creativity and co-creation that have
emerged in research in perspectives on HCI, which frame how interactive and smart technologies may be
considered as co-participants in creative processes (Wakkary, 2021), rather than as mere tools controlled
by human actors. This further relates to conceptual and theoretical work in HCI (Devendorf & Ryokai,
2015), around notions such as more-than-human design, and co-performance (Kuijer & Giaccardi, 2018)
and machine agency (Pickering, Engen, & Walland, 2017) which suggest a reconsideration of the view
of humans as the sole source of creative agency, to also see various forms of interactive and digital
technologies as sharing the agency to spur ideas and creative expressions. These theories highlight the
entanglement of human agency with agencies originating from non-human entities, implying that pro-
gramming and design are inherently relational forms of action. Programming and design are then not
to be viewed as exclusively human actions, but co-constituted in entanglements of human and artificial
agencies. We argue that the intersection between current technical developments and these theoretical
perspectives on human-machine relationships opens up for interesting discussions around responsibility,
control, and ethics in the new emerging practices of GenAI-assisted programming.

3. Ethical Challenges in GenAI-assisted Programming
As has been shown above, generative AI tools have the potential to radically redefine what programming
is and how to do it. A large part of the research on GenAI-assisted programming, focuses on how
to increase performance and productivity, reducing errors, and creating a more effective collaboration
between humans and AI. What has been less discussed are the ethical ramifications of this shift of
practice. Some concerns have been raised, for example, the risk that programmers might lose their jobs
(Welsh, 2023), or that these new tools will have limited accessibility for broader groups of potential
users, increasing gaps both between groups in society, as well as globally between the global north
and developing countries. In the following, we will omit ethical issues on this societal macro level
and instead focus on some challenges that arise on the level of the individual users and the emerging
practices of GenAI-assisted programming.

As an increasing amount of the code the programmers produce is automatically generated, an inherent
consequence is that the programmer has less control over the way the code is written and how it executes.
For cases such as basic auto-completion for setting up simple programming constructs, this might not
be problematic, as the code is easy to read and interpret. However, as these tools get more advanced, we
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can assume that the generated code will be more challenging to read and, as all programming code, hide
and abstract away important aspects of the code. This will give less control over the code and require the
programmers to trust how the system is built and how it is executed. While large software development
projects have similar consequences in that there is not one single individual in control of every piece of
functionality in the system, we argue that when we to an increasing extent rely on AI-generated code,
we will encounter unknown consequences of how it executes. We have identified four particular ethical
challenges that may occur in the concrete GenAI-based programming practices: 1) dealing with errors
and imperfections, 2) explainability and accountability of code, 3) bias and drifting in interaction, and
4) methods and approaches for bias and testing

3.1. Errors and Imperfections

Being able to interpret and find errors in generated code is reinforced by the fact that it is well-known and
broadly acknowledged that despite rapid improvements, LLM-based tools still generate textual output
that is far from perfect. Text generated by LLMs is commonly flawed or even totally wrong, and the
same goes for the generation of programming code. A recent study from Kabir et al. (2024) shows
that 52% of ChatGPT answers to programming questions contain incorrect information, but that users
still prefer using ChatGPT for getting answers due to the comprehensiveness and well-articulated style
of language often used. Concerning errors in generated programming code, Weisz, et al (2021) discuss
how programming differs significantly from other forms of text-based practices, since small errors in
programming may have much more significant consequences compared to small errors in a piece of
argumentative or fictional text. Errors in the logic of the code may fundamentally change its workings,
thus requiring that any piece of generated code always needs to be thoroughly reviewed. In Barke
et al’s (2022) study of novice programmers, they point to a need for a shift in programming practice
from writing code, to reading and interpreting generated code, and how this enables students to work
at a higher level of abstraction and spend their cognitive effort on thinking about the semantics of the
program, rather than on details of the syntax and logic. Vaithilingam et al, (2023) as well as Jonsson
and Tholander (2022) further discuss the consequences of the imperfection of the code that tools such as
CoPilot or ChatGPT in relation to the design of novel forms of interaction for working with such code
generation. Importantly, these studies found that despite code generation being imperfect, it still proved
useful for the ongoing problem-solving and creative process, for instance as starting points when being
stuck or as ’pieces of code to think with’ in order to carry the overall process forward. It is likely that the
performance of the LLM-models will improve, resulting in fewer errors and unexpected code. This is
obviously a positive development, but it might lead to an over-reliance and poorly grounded expectations
on the quality of the code that AI tools may generate, leading to the users omitting critical reflection and
evaluation of the generated output. Moreover, this also builds on an assumption that the code is generated
on a well-defined intention of the final execution. However, many programming projects are iteratively
driven, in which the code works as a co-creative tool in developing the idea of what is to be designed
and built.

3.2. Explainability and Responsibility

A commonly discussed problem with respect to AI and especially large language models, is that these
systems are opaque, giving no explanation as to why a certain input generates a particular output. Even
the researchers who designed these systems often have a hard time explaining the intricate links between
input or output, or as bluntly put by (Welsh, 2023): "Nobody actually understands how large AI models

work." This raises issues regarding who is responsible for the effects of the outputs of the AI system. To
what extent can the user be in control of the output and the process? In the case of programming, the
user might not have the abilities and training to fully understand the generated code or it may rely on
code or data generated elsewhere. This raises the issue of how to design mechanisms in these systems
that allow programmers to interpret and understand code in a fashion that allows them to be accountable
for the behaviour of code. This concerns both an understanding of the workings of the generated code
as such, but also involves challenges in how the AI tools interpret the instructions and input provided
by the user, and how the generated output aligns with the user’s ideas or more or less well-articulated
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intentions. Partly this can be understood as a problem that can be mitigated by more powerful and
better-tuned AI models, but there are dimensions of this problem that cannot be solved by engineering.
The power of these tools resides in that they can translate a short instruction or a few lines of code into
a solution rich with details that go far beyond what was specified in the input. If every aspect and detail
that should be included in the generated output has to be specified in the input instructions, the gains and
usefulness of the tools become comparable to just writing the code on your own. Projecting the usage
of GenAI tools into the future, it is not hard to imagine usages in which the AI-generated output is too
detailed or complex to fully comprehend even for expert users. If such code causes harm or expresses
unwanted norms, it raises concerns regarding the responsibility for the emerging effects. This would call
for more rigorous and efficient testing methods. However, as is well documented for instance in critical
algorithm studies, the effects of these systems are not intentional or predictable beforehand but emerge
out of interaction with users and the data that they operate upon.

3.3. Bias and Drifting

Bias in AI and machine learning systems is a well-known issue, extensively discussed concerning its
ethical implications. Bias typically arises when training data is flawed due to prejudices related to
gender, race, and other factors, leading AI systems to reproduce these flaws. In the context of GenAI-
assisted programming, bias can also be significant. If the AI is trained on biased historical code bases,
these biases can be reflected in its suggestions. Training data that is not diverse and predominantly
includes code from specific demographics may cause the AI to favour certain coding styles or solutions.
The architecture and algorithms used can further introduce bias by prioritizing specific data patterns.
This may affect code completion and the recommendations that are generated, potentially reflecting
bias or stereotypes thereby limiting the opportunities for novel and creative solutions. Additionally,
the AI tools might generate code that is less accessible to certain user groups if it is optimized based
on specific demographics, making it less usable for other groups. Bias can also manifest in the AI’s
performance across different development environments, particularly if certain coding environments or
tools are more represented in the training data. Lastly, if the AI is predominantly trained on code from
a specific region, it may fail to suggest best practices common in other regions. The potential biases
of GenAI programming tools may play out in different ways in different patterns of interaction, for
instance in relation to Prather et al’s (2023) notion of drifting - a phenomenon where the AI-generated
code gradually drifts away from the users’ initial intentions. Drifting illustrates how a biased GenAI-
programming tool can become ethically challenging, as the activity must always be understood as a
joint effort between human and AI actors, and where the activity and generated outcomes is a result of
a mangle of agencies (Pickering et al., 2017) attributed to both humans and the tools, models and user
interfaces involved in the interaction.

3.4. Control and Testing

In a recent, still unpublished study comparing novice programmers with experienced programmers in
their use of GenAI tools, a number of differences emerged concerning how the two groups manage
control and testing. One critical difference between novice and experienced programmers concerned
their previous coding experiences and how these influenced how well they could evaluate and test the
code that the tools generated. As one would expect, the more experienced the users were, the more
elaborate they were in their judging of the workings of the code that was generated. Less experienced
users on the other hand, primarily evaluated the code by executing it in order to be able to experience
and reflect upon how the output behaved in relation to what they had expected. To conceptualise this,
two dimensions of interaction and use were proposed; code-focused versus execution- and experience-

focused interactions. The code-focused interactions align to a large extent with existing programming
practices and often involve the careful writing of prompts or structuring of sections of pseudo-code that
the tools would use to generate a specific piece of code, including the interactional efforts required to
understand and interpret the code that was generated. This also aligns with how previous studies (Barke
et al., 2022) have argued for how generative AI tools contribute to a shift in the focus of programming
practices from primarily involving various processes oriented to the writing of code, to the increased
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engagement of competencies of skillfully reading, interpreting and tweaking generated code. The novice
users more commonly engaged in interactions that were execution- and experience-focused, involving
the writing of prompts, articulation of ideas, or expression of intentions that had the purpose of getting
the tool to generate a piece of code that would result in a particular kind of execution - such as a specific
visual interaction on the screen - without expecting an explicit idea of the specific characteristics or
qualities of the actual code that the execution would be based upon. Projecting the use of GenAI tools
for programming into the future, it is not unreasonable to assume that the textual code representation
will be less important and less in focus than in current programming practices. This shift in how code
is evaluated and tested might be ethically problematic as the focus on execution omits the scrutiny and
detailed examinations of all the generated materials.

4. A Turn to Craft
Welsch (2023) claims that generative AI provides a "seismic shift" for people’s relation to computation
and programming, replacing predictable static processes, governed by instruction sets and decidability,
with an understanding of computation as temperamental, mysterious and unpredictable, more similar to
humans than we have seen before. Likewise, generative AI tools offer an approach to programming that
bypasses significant aspects of the meticulous syntax-focused processes inherent in traditional program-
ming. Instead, these tools enable a more immediate transition from problem articulation to automated
solution generation, reducing the need for traditional forms of iterative programming practice and care-
ful focus on details of syntax and logic. This paradigm shift raises ethical concerns regarding aspects
such as authorship and accountability of the produced code, and how programming processes are con-
trolled. In these emerging programming practices, there is a need to establish common understandings
of what constitutes good practice, how quality is maintained, and how to aim for virtue. Programming
practices have traditionally been characterised as cognitive endeavours rooted in logic and scientific
scrutiny, highlighting computational thinking as a particularly critical competence, such as decompo-
sition of problems into parts and working systematically towards a solution. An alternative, albeit not
necessarily contradicting way of describing programming practice, is through the notions of crafting,
and craftsmanship. This perspective on programming has previously been put to the fore by the soft-
ware craftsmanship movement (Sundelin, Gonzalez-huerta, Wnuk, & Gorschek, 2021) that emerged in
the early 2000s (McBreen, 2002) as a response to the industrialization of software development. This
view characterises programming not merely as a technical-logical endeavour but with resemblances to
art practices that require a deep commitment to quality, detail, and material. A recent literature study
on the software craftsmanship movement (Sundelin et al., 2021) summarizes the core ideas behind this
movement, highlighting both a focus on particular qualities of software architectures, such as simplicity,
minimalism, and layered architectures, as well as a focus on processes and organisation of work high-
lighting iterative design with a strong focus on testing and iterative refinement. Cultural dimensions are
also highlighted, such as values relating to professionalism, like pride, humility and accountability. As
noted in previous chapters, GenAI-supported programming might result in practices where the care to
detail is replaced by higher-level design considerations and automated manufacturing processes with a
more direct route from high-level instructions to a final result. Such a process runs the risk of missing
out on important considerations and attendance to the details that shape key qualities of what is being
created. Therefore, we propose that the notion of software craftsmanship need to be reconsidered and
reframed to align with the new directions that programming practices are taking. In order to do this
we have to articulate the specific aspects of craftsmanship in line with the novel AI tools and ways of
working with them, and how these can be stimulated through novel tools and methods.

4.1. Design judgment and reflection in action

Many of the ethical challenges outlined in the previous chapter highlight the need for judgment and
critical evaluations to be integral parts of the programming practice. In his seminal work on the Re-
flective Practitioner, Donald Schön (1987) describes how professional designers continuously engage
in a reflection-in-action, referring to the process by which they think about and critically analyze their
actions while they are performing them. This concept emphasizes the importance of real-time reflection
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to adapt and respond to complex and dynamic situations effectively. Unlike traditional forms of reflec-
tion that occur after the fact ("reflection-on-action"), reflection-in-action involves immediate, intuitive
problem-solving and the ability to adjust one’s approach on the fly based on the emerging circumstances
and feedback. Nelson and Stolterman (2014) further elaborate on such designerly ways of reflecting in
action by proposing the notion of design judgment as an intrinsic and important skill in design practices.
Design judgment is described as a series of both conscious and subconscious judgments and deliber-
ations on a broad range of different aspects. Parts of these judgments can be described as intellectual
judgments, which could concern actively making sure that the design results live up to a “desiderata”
of stated quality criteria and standards. Another dimension of design judgment is described as de-
sign volition, focusing on using one’s own will to pursue desired ends, referring to a particular form of
judgment-making related to the processes that bring new things into existence. These types of judgments
typically do not rely on a science of measurement to determine an objective outcome. Rather it is the
ability to gain subconscious insights abstracted from experiences and reflections from situations that are
complex indeterminate, indefinable and paradoxical. Design judgment is here described as a process of
taking in the whole, in order to formulate a new whole. Nelson and Stolterman identify design judgment
as comprised of the following particular kinds of judgments:

• Framing judgment – defining and embracing the space of potential design outcomes and the di-
rection that the design process will initially take

• Default judgments – a nearly automatic response to a triggering situation representing a form of
“bodily knowing” and an application of high-level skill without conscious deliberation

• Appreciative judgment – determining what is to be considered background and what requires
attention as foreground, assigning importance to some things and considering other aspects as
part of the context.

• Appearance judgment – Aesthetic judgments concerning the material substance and temporal ex-
perience or the fundamental character of the design.

• Quality judgments – deliberations relating to craftsmanship, connoisseurship or artistry, for exam-
ple highlighting precision and skill in crafting and shaping materials. Quality judgments can be
understood as a quest for excellence in the making of things.

• Instrumental judgments – The choice and mediation of means within the context of prescribed
ends. These judgments take technology into consideration and concern techniques and what in-
struments to use to determine what are realistic possibilities.

• Navigational judgment – making the right choices in an environment that is complex and un-
predictable. Securing the desired state of affairs by staying on track and proceeding in the right
direction, knowing when to follow the rule book and when to leave it aside.

• Compositional judgment – bringing things together in a relational whole, and concerns aesthetic,
ethical as well as sensual considerations.

• Connective judgment – establishing interconnections among things so that they create functional
assemblies, creating synergies and emergent qualities.

• Core judgments – The cases where we “know what is right” without being able to argue in a
rational way. A composite of meanings and values, formed during the experience of living.

• Mediative judgment – balancing the different types of designer judgments to orchestrate how the
whole should be brought together.
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Even though programming has often been described as a craft practice, working with code and interac-
tivity as design materials, all aspects of design judgment as described above might not be immediately
applicable to computer programming. Many of the judgments are however relevant and a subset of
these judgments will be a fundamental contribution to the forthcoming suggestion of a Craft Ethics for
GenAI-assisted programming.

4.2. Workmanship of Risk

David Pye’s work, The Nature and Art of Workmanship (Pye, 1968) from 1968 explores the philosophy
and practice of craftsmanship, emphasizing the importance of skill and human touch in creating objects.
Pye here paints a romanticized image of traditional craft and craftsmanship as a reaction to the increasing
industrialisation of design and mass production of goods. He distinguishes between "workmanship of
risk," where the quality of the outcome is directly influenced by the maker’s skill and decisions during
the creation process, and "workmanship of certainty," where the outcome is predetermined by machine
processes, factory production, and automation. This distinction can be directly applicable to the case
of AI-generated code which could be described as articulating a "design" or description of the wanted
output, that is provided to the machine, which automates the production of the code. For such processes,
you are required to know exactly what qualities you want when you start the manufacturing process, as
they cannot emerge as part of the process. Pye instead advocates a craftsmanship of risk, where the end
result continuously depends on the mastery as embodied in persons, reflected in a capacity for judgment,
and expressed in problem-finding rather than problem-solving. But the main concern is taking care and
retaining control of the work process, and as a result of this, accepting responsibility for the end result.
This stance towards making with machines, as well as coding with AI, reflects a more ethical practice,
where the programmer becomes an integral part of the entire programming process.

4.3. Making with Head, Heart and Hand

Cheatle & Jackson (2023) explores traditional pre-digital craft practices and highlights qualities of craft
practices to be embraced in digital creative practices, such as craft’s holistic ways of making with ‘head,

heart, and hand’ and craft’s distinctly collaborative and embodied practice styles. Their conceptualisa-
tion of craft accounts for ways of making that are based on a rich and dynamic concept of personhood,
a ‘whole self’ approach, where mindfulness and cognitive processes are combined with emotional di-
mensions and the physical and skilful workings of the body in equal measure. "The heart" in this un-
derstanding of craft represents a driving force that moves work forward, founded on respect for labour,
hard work, self-reliance, community support, perseverance, and excellence in work. The heart here
symbolizes a type of personal investment that sustains work through challenges and failures, as well
as the pursuit of building a better world through care, commitment, trust, responsibility, respect, and
knowledge. This embodied and holistic perspective on making, to some extent aligns with the accounts
of design judgments accounted for above, referring to a "bodily knowing" based on internalised experi-
ences.

4.4. Towards a Craft Ethics in GenAI-Assisted Programming

Based on how virtue, ethics and judgment are articulated in relation to craft and design practices, we
provide a first outline of a new ethical framework, Craft Ethics for GenAI-assisted programming, in
an attempt to highlight the need for a common understanding of craftsmanship and judgment for the
emerging practices involving programming with generative AI-based tools. Craft ethics builds on the
care given to details and quality that are intrinsic to most craft and design practices, and the conscious
and unconscious judgments and deliberations that take place in these processes. As part of this frame-
work, we propose an alternative understanding of design judgment, in terms of programming judgment.
Central judgments in GenAI-assisted programming are: Framing judgments - Being clear of the aims and
directions and being able to articulate them in the co-creative activities with the AI tools. Quality judg-

ments - Continuously monitoring and evaluating the joint performance between human and AI in a quest
for excellence. Instrumental judgments - an internalised understanding of the capabilities and limitations
of the AI tools. Navigational judgments - Monitoring the co-creation process with a critical awareness
towards drifting in unwanted directions. Co-creative judgments - critically monitoring how different
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agencies come into play in the joint activities, and how the interplay works towards a whole. Another
dimension of the Craft Ethics framework we refer to as riskful programming, encouraging practices that
emphasize flexibility, creativity, and adaptability, often at the expense of predictability and control. In
riskful programming with GenAI, the programmer accepts full responsibility for AI-generated outcomes
and is forced to engage intimately with the co-creative process to mitigate the potential harms that might
appear. The final dimension of the Craft Ethics framework is programming with head, hands and heart,
highlighting programming as an embodied practice with intrinsic ethical dimensions, with an overarch-
ing ambition of programming as a pursuit of building a better world. A craft ethics framework could
be understood as a set of guiding principles to support practitioners in how to engage in this particular
form of programming activities in an ethical and sustainable way. The framework could also be used
to inform the design of new tools and user interfaces for GenAI-supported programming, for example
making room for and encouraging programming judgment and riskful programming approaches.

5. Conclusions
In this paper, we have tried to outline some aspects related to the new emerging practices concerning
GenAI-assisted programming, as well as a number of ethical challenges related to these practices. The
need for a new understanding of craftsmanship for programming with generative AI tools was high-
lighted, discussing the need to support design judgment in different forms. An initial draft of a craft
ethics framework was formulated, consisting of a) programming judgment, b) riskful programming, and
c) programming with head, hand and heart.
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